Title word cross-reference

\[(A, B) [333]. 1 [152]. 2.5 [237, 247]. AX - XB = C [42, 312]. dqds [358, 155]. \]
\[-590 [71]. -Norm [152]. \]

/ [380, 374].

2.5 [174]. 2005 [164]. 2nd [377].

3 [185, 114].

590 [71].


754 [172].


**Accelerate** [197]. **Accelerated** [250, 210]. **Accelerating** [245, 219]. **acceleration** [156]. **Accelerators** [233, 223, 225]. **Access** [6, 285].

**Accuracy** [180, 3, 119, 183, 258, 175, 352]. **Accurate** [7, 289, 15, 48, 299, 307, 130, 169, 170]. **Achieving** [180, 258]. **ACM** [384].

**ACM/IEEE** [384]. **Across** [73]. **Acyclic** [48, 307]. **Adapting** [160, 365, 157]. **Aggregated** [253]. **Aggressive** [187, 173]. **Ahead** [178]. **Aid** [6, 285].

**Algorithm** [122, 19, 168, 38, 68, 187, 152, 129, 56, 124, 351, 162, 169, 170, 195, 276, 343, 159, 273, 216, 226, 211, 358, 155, 342, 290, 96].


**Algorithms-By-Tiles** [208, 214]. **Analysis** [6, 242, 115, 73, 285, 372, 312].

**Annual** [377]. **ANSI** [111]. **Application** [179]. **Applications** [31, 157, 365, 88, 294, 385]. **Applied** [205, 383, 382]. **Approach** [76, 263, 103, 353, 326]. **April** [377, 373]. **Architecture** [266].

**Architectures** [241, 200, 191, 190, 368, 30, 61, 74, 318, 222, 242, 121, 363, 278, 214, 208, 209, 246, 250, 243, 249, 132, 73, 260, 238, 303]. **Arithmetic** [322, 175, 375]. **Array** [120, 344, 345]. **Assessing** [268]. **Asynchronous** [257, 259, 124, 351]. **ATLAS** [349, 147, 361]. **August** [382, 383]. **Auto** [212].

**Auto-tuning** [212]. **Automated** [147, 361]. **Automatic** [151].

** Automatically** [131, 349]. **Autotuned** [241]. **Autotuning** [244, 266].

**Avoid** [284]. **Avoiding** [239, 275, 240, 262]. **Aware** [253, 254].

B [87]. backends [283]. **Backward** [42, 312]. **Band** [21, 209]. **Banded** [142, 143, 350, 125, 12]. **Based** [205, 107, 108, 90, 324, 252, 278, 219, 347].
Basic [100, 330, 37, 311, 77, 73, 156, 290]. been [116]. Benchmark
Bidiagonalization [174, 209]. Bisection [70, 322, 197]. Bisection-Like
[322]. bit [180, 175]. BLACS [34, 94]. BLAS
[21, 316, 22, 300, 109, 291, 174, 107, 108, 347, 283, 149, 364, 12, 114].
BLAS-3 [114]. Block [19, 257, 8, 286, 68, 152, 316, 22, 40, 300, 120, 344, 345,
2, 287, 24, 171, 208, 128, 133, 355, 113, 196]. Block-Asynchronous [257].
Block-Cyclic [120, 344, 345, 355]. Block-Partitioned [113]. Blocked

[176, 358, 155]. CCI [82]. CELL [189, 177, 184, 201]. Center [384, 371].
Checkpointing [277, 280, 268, 90, 324, 267, 273]. chemistry [382]. choice
[159]. Cholesky
[146, 360, 215, 80, 329, 357, 14, 118, 211, 199, 248, 184, 223, 161, 12, 202].
Class [191]. cIMAGMA [274]. Cluster [185, 240, 256]. Clusters
collectives [254]. Column [275, 114]. Combination [277]. Combine
[29, 319]. Combining [267]. Communication
[239, 215, 218, 236, 238, 56, 204, 275, 37, 311, 99, 237, 247, 240, 73, 226, 262, 254].
Communication-Avoiding [239, 240]. Communication-optimal
Complex [153]. Complexity [67]. Components [193]. componentwise
[207]. Computation [88, 72, 335, 374, 272, 383]. Computational [78].
Computations [180, 164, 2, 167, 249, 287, 382]. Computer [58, 375].
Computers
[20, 288, 26, 91, 336, 328, 55, 65, 57, 95, 129, 1, 86, 164, 127, 296, 314, 315, 343].
Computing
[384, 224, 193, 38, 46, 305, 7, 289, 148, 112, 337, 205, 185, 3, 48, 307, 119, 352, 25,
Condensed [2, 30, 253, 287, 303]. Condition
[381, 384, 370, 372, 373, 379, 376, 377]. Conjugate [56, 51, 159]. CONPAR
[82]. Core [217, 110, 178, 357, 118, 338, 256, 249]. Correction [259].
Correctness [70, 322]. Costs [56]. County [384]. CPU [265]. CPUs [229].
Cray [126]. Criterion [122]. CUDA [228]. Cuppen [69]. Cyclic
[120, 344, 345, 128, 133, 355, 196].


Guide [18, 41, 81, 137, 93, 102, 98, 84, 35].

Guidelines [4].


Hybrid [251, 278, 210, 281, 216, 211, 219]. Hybridization [230].


Lanczos [51]. LAPACK
LAPACK-style [334, 75, 161]. LAPACK/ESSL [82]. LAPACK3E [158].
LAPACK90 [346, 138, 134]. LAPACKE [269].

Like [322]. Limitations [185]. Line [63]. Linear

[224, 91, 336, 7, 289, 21, 3, 48, 307, 86, 130, 203, 2, 72, 335, 243, 197, 287].
Matrix
[284, 297, 102, 99, 27, 51, 66, 144, 17, 128, 133, 355, 196, 78]. Microsoft [269].
MIMD [316]. minimal [211]. Minimizing [218, 236]. Mississippi [379].
Mixed [259, 180, 97, 177, 149, 207, 364]. Mixed-Precision [177]. Model
modification [145]. MRRR [168, 162, 167, 163, 194, 195]. MSRCs [136].
[156]. Multi-platform [228]. Multi-shift [187]. Multicore
Multiplication [189, 57, 315, 129, 291, 96, 343, 237, 247, 342]. Multiply
[111]. Multiprocessor [67]. Multiprocessors [56]. Multishift

problems [106, 320, 123, 47, 188, 369, 88, 253, 179, 272].


process [267].

processing [257, 370, 376].

processors [316, 178, 220, 213].

profile [225].

profiling [290].

programming [228].

programs [6, 290, 285].

project [361, 232, 147].

proof [196].

properties [279, 51].

proposal [100, 101, 330, 331].

prospectus [26, 1, 164, 181].

protocols [268].

providing [271].

provisional [5].

pumma [57, 315].

purpose [200].

qr [17].

t_predicate [17].

qualitative [51].

quick [81].

random [284].

randomization [245].

rank [275, 176, 262].

real [54, 306, 192].

reality [79, 332].

rectangular [199].

distributing [258, 146, 360].

reduction [120, 344, 345, 128, 133, 355].

reducing [56, 234].

reference [102].

refined [194].

refinement [259, 4, 165, 188, 369, 104, 175, 339].

regular [87, 75, 333, 334].


relatively [166].

relaxation [257].

release [10, 16].

reliable [164].

reliably [148, 362].

reordering [171, 192].

replication [267, 261, 264].

representation [194].

representations [166].

resilience [255, 267, 261, 264].

resilient [251, 278].

results [16, 266].

revealing [275, 176, 262].

reverse [99].

revisited [198, 208].

revisiting [273, 175].

right [116].

risc [28, 293].

robust [36, 33, 166].

rockefeller [371].

rotations [150, 148, 362, 196].

routines [44, 80, 71, 118, 153, 248, 178, 304, 329, 357, 234].

rs [71].

rs/6000 [71].

rs/6000-550 [71].

runtime [283].

sc98 [384, 384].

scalable [55, 164, 43, 373, 379, 223, 240, 296, 301, 342, 96].

scalapack
[168, 328, 137, 136, 55, 296, 80, 95, 329, 93, 125, 135, 357, 181, 118, 271, 195].

scale [268].

scaled [7, 289].

scheduled [242].

scheduler [220].

scheduling [120, 344, 345, 213, 214, 221].

schur [54, 306, 192, 171].

scientific [126, 378, 359, 376].

second [378, 382].

secular [89].

selected [71].

self [160, 157, 365].

self-adapting [365, 157].

separating [75].

separation [334].

separators [63].

sept [385].

september [370].

sequential [215, 204].

serial [69].

set [100, 290, 330].

shared [265].

shift [187].

short [189].

shpcc [373].

shpcc-92 [373].

siam [376].

sided
[217, 209, 214].

silent [277].

simd [189].

singular

skinny [224].

slhpf [137].

small [189, 187, 3].

smoothers [156].

soft [255, 251].


solution [193, 76, 228, 199, 62, 207, 326].
solutions
Sparse


Solving [75, 184, 89, 139, 356, 359, 113, 179, 334]. Some [200, 322, 115].


xHSEQR [187].

York [371].

Zurich [370].
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